Support Doc

1 Troubleshooting (logs, procedures and techniques)

Troubleshooting commands (show/debug/GUI), example of command output
and what to look for

An SVM has two connection-status fields on the service manager (the first one
‘Online State’is hidden since vDFW-N-1.0.6). Each status field stands for a channel
of communication. One channel is for special configuration and the other is for all

other communications between the service manager and the SVM.

= SYSTEM MANAGEMENT

= SYSTEM MONITOR Virtual gateway management
& OBJECT MANAGEMENT Add group = Add virtual gateway Force Sync CMDL on All Dev

S Virtual gateway name IP address Cnline State CMDL conn status

= VIRTUALIZATION PLATFORM | £ default_group

= USER [ 17218.15.170 172.19.15.170 Online Online

£ FIREWALL MANAGEMENT ™ 172.192.15.171 172.19.15.171 Online Online
P Firewall

= UPGRADE

= L0G

Detail of the two fileds:

1. An SVM listens on tcp port 4000 to receive special configuration from the service
manager. The special configuration mainly contains the address of the service
manager. It's in case that the address of the service manager is changed when the
SVM is running.

2. The service manager runs a Redis server to publish policies and settings, and
send messages to SVMs. The service manager checks the client list of the Redis
server to see whether an SVM is online for every N (N=10 in vDFW-N-1.0.6)
seconds.

To resolve:

If ererything is OK, both fields should be "online". If the second status (CMDL)
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shows "offline", user can select that device and click the button "Force Sync CMDL"

and wait the status to become "online".

User can check the result of the last configuration publishment. Every SVM is
expected to do things and write result to the Redis server. The result of a SVM

should be OK if it works fine, otherwise there will be an error message.

= SYSTEM MANAGEMENT

" Backup and recovery View service status Tasks Result of Publishment
onfiguration Action Type Update config

P s

» System Maintaining Mission ID 4 Publish Time:  2017-02-18 00:03:01 Result Key result update_cig.1.4
= SYSTEM MONITOR

Detail {'current_version': '4', ‘patch'; cump\ete c!g system admin-auth-pelicy set maxnum-same-admin-online 10\nsystem admin-auth-policy set
= 0BJECT MANAGEMENT login-type webui m: ] T h-policy set login-type ssh login 16\nsystem adi th-policy sst login-type telnet 0
maxnum-login 10innetwork mlerface fethQQB no shutdown\nnetwork virtual-line add dev1 feth998 dev2 feth9S8\nfirewall policy clean'nai obj group

S POLICY MANAGEMENT | | drlrte alfimine munntnnt alnan midn e inelna enfin alaasindafing sckadsle sleanindnfinn o eansion slaemindafiee nmsinn olnasiedofne
= VIRTUALIZATION PLATFORM Device IP Result
= us
=IUSER 1721915171 OK
= FIREWALL MANAGEMENT 172.19.16.170 OK

= UPGRADE

=106

Troubleshoot if the traffic is being redirected from ESXi.

Show slots under vnics:

# summarize-dvfilter

There should be a slot with number >= 4 under the protected vnic. This command

also shows the filter name.

world 18361993 vmmO:Cent0S-7-fake agent vcUuid:'50 02 a5 5a 0f f2 d8 d4-0a 8d 85 c5 67 e8 f0 la'
port 33554441 Cent0S-7-fake_agent
vNic slot 2
name: nic-18361993-eth0-vmware-sfw.2
agentName: vmware-sfw
state: I0Chain Attached
vmState: Detached
failurePolicy: failClosed
slowPathID: none
filter source: Dynamic Filter Creation
vNic slot 4
name: nic-18361993-eth0-serviceinstance-39.4
agentName: serviceinstance-39
state: I0Chain Attached
vmState: Attached
failurePolicy: failOpen
slowPathID: 519
filter source: Dynamic Filter Creation

The filter name can also be listed with this command:

# vsipioctl getfilters
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nic-18361993-eth0-serviceinstance-39.4
50 02 a5 5a 0f f2 dB8 d4-0a 8d 85 c5 67 eB8 TO la
: 0
Service Profile : serviceprofile-37

Filter Hash : 6383

Flow Collection Flags
L2 Pass Flows : On
L2 Drop Flows : On
L3 Drop Flows : On
L3 Inactive Flows : On
L3 Active Flows : On
All Flows : OffF
Global override : On

Show rules of a filter:

# vsipioctl getrules —f <FILTER_NAME>

ruleset 25890 {
# Filter rules

rule 25891 at 1 inout inet protocol any from any to any punt;

}

Troubleshoot if the traffic is being redirected from SVM.

Login to the firewall management console in SVM:

# ltos/bin/login

username: superman

password: talent

Then call system tcpdump to capture packets. This will show only the redirected

packets.

Topsec0S# system tcpdump -nn -i any host 172.19.15.180 -q

ngtos_tcpdump: verbose output suppressed, use -v or -vv for full protocol decode

listening on any, link-type EN1OMB (Ethernet), capture size 65535 bytes

R-0 [feth998] 02:08 484348 IP 192.168 36 > 8 ICMP echo request, id 30743, seq 1, length 64

[feth998] 02: IP 192.168 > . ICMP echo request, id 30743, seq 1, length 64
[feth998] 02:08:15. 2 IP 172.19.15.180 . : ICMP echo reply, id 30 , seq 1, length 64
[feth998] ©02:08:15.485113 IP 172.19.15.180 > ! 36: ICMP echo reply, id 30743, seq 1, length 64

Troubleshoot if the traffic is being redirected from the service manager.
User can check logs to see whether the access control policy worked.

Configure log settings of SVMs. Check the Access Control and set its level to INFO:
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= SYSTEM MANAGEMENT

£ SYSTEM MONITOR Log setting
e Not valid until published | pubiish

= POLICY MANAGEMENT

Server address: | 192168.32.40
= VIRTUALIZATION PLATFORM

Transport

= uDpP

 USER protocol:

= FIREWALL MANAGEMENT ServerPort: 1514

£ UPGRADE Log type: I [ Access Control Log level INFO |

[ Anti-Dos Log level INFO

P Log Search
Hips Log level INFO
A Anti-virus Log level INFO

A system Log level INFO

apply I

Turn on the log recording in the access control policy:

Add access control policy (€3]

Essential information Source Destination Service Advanced security Advanced options
l I Time cenfiguration
Single time:
Multiple fime:

Log: | Record| T I

Connection options: Commoen connection

Maximum number of active connections:

e m m

Generate network traffic matching the access control policy, the SVM will send logs
to the service manager. User can check SVM logs on web-Ul of the service

manager.
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= SYSTEM MANAGEMENT
= SYSTEM MONITOR vSecCenter [MAGE-Heti Ml 1PS  AntiDoS  AniiVius  Device System  Vgate Manage Log
B L LA Start tme End time Type Keyword reset Empty log
= POLICY MANAGEMENT N

Time Level Modular | Operate | Protocol | App Source address Source port Destination address Destination port
= VIRTUALIZATION PLATFORM

2017-07-0523:27:02  INFORMATION  ac e 6 unknown 57366 172.19.15.180 22
5 USER 2017-07-05 23.26:48 INFORMATION ac 1B 6 unknown 162.168.3236 57364 172.18.15.180 22

= FIREWALL MANAGEMENT

£ UPGRADE
X
B Log Search

P Log Seting

2 Steps to collect logs from partner SVM

Where to find the log for each component?

Service Manager Log

Ivariwww/vSecCenter/logs/*.log

Ivar/log/redis/*.log

SVM Log

Common logs of the firewall will be sent to the service manager. User can browse

logs of both the service manager and the SVMs on Ul of the service manager.

3 Steps to upgrade from previous partner solution

versions

Upgrade procedure, upgrade path, impact to data plane traffic

Upgrade SVM

Upload firewall upgrading package to the service manager, then publish the
package to SVMs.

When upgrading, the firewall processes in the SVM will restart, and the firewall
policies won’t work during that time. Currently, the default failure policy is fail-open,
so the data plane traffic will bypass.

Upgrade Service Manager

1. Login to the service manager’s terminal.
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2. Stop the services.
3. Upgrade with RPM packages provided by Topsec.

4. Start the services.

4 Sample problematic scenarios and how to address

them

4.1 Most common misconfigurations

Forget to set the services to be auto-started.

The services in the service manager is not auto-started by default. Administrator
can execute vseccenter.sh autostart to let it start after booting.

Forget to publish changes.

User should click “publish” button to publish firewall policies and settings to the

SVMs. Otherwise they will not be valid.

4.2  Troubleshoot a sample error

Troubleshoot a Sample Error

Published access control policy, but it doesn’t work. Check the result of the

publishment, find that one SVM didn’t response:

lE SYSTEM MANAGE MENT I
» System Overview Backup and recovery View service status Tasks Result of Publishment

P System Configuration Action Type -I
P System Maintaining Mission 1D 5 Publish Time:  2017-07-05 16:48.06 Result Key resultupdate_cfg.1.5

= SYSTEM MONITOR

Detail {'current_version': 'S, 'patch’. ", 'complete_cfg". "system ad th-policy set maxnum- dmin-online 10\ ol ith-p set
£ 0BJECT MANAGEMENT login-type webui maxnum-login 10insystem admin-auth-policy set login-lype ssh maxnum-login 10\nsystem admin- auth; puhcy se(lugm type telnet p
maxnum-login 10\nnetwork interface feth998 ne shutdown\nnetwork virtual-line add dev 1 feth@98 dev2 feth8GB\nfirewall policy clean\nai obj group
E POLICY MANAGEMENT  Anlats allinine auanteat alaan aila funa insinae mrafiln slaanindafins srhadila alaanindafina Aarain saninn slaanindafina cantina Alaamindafina
= VIRTUALIZATION PLATFORM Device IP Result
= USER
= 172.19.15.170 OK

= FIREWALL MANAGEMENT I17219151?| ]

= UPGRADE

=106

Check status of the SVM, find that this SVM is ‘Offline Offline’:
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= SYSTEM MANAGEMENT
= SYSTEM MONITOR
= 0BJECT MANAGEMENT Add group Add virtual gateway edit Force Sync CMDL on All Dev Force Sync CMDL Operate Refresh
= POLIET MATACEMENT Virtual gateway name IP address Online State CMDL conn status

= VIRTUALIZATION PLATFORM 7 default_group

£ USER | M 171 1721815171 Offline Offline ]
% FIREWALL MANAGEMENT I ™ 170 172.19.15.170 Online Online
P Firewall

= UPGRADE

= L0G

The first ‘Offline’ means that the TCP port 4000 is closed on the SVM. So login to

the SVM’s console, look for a process named ‘tp_agent’, but not found:

ps -ef | grep tp_agenlit]

‘tp_agent’ is the process which listens on TCP port 4000, so start it manually

tp_agent
ps -ef | grep tp_agenlt]
18671 1 B8 B@A:48 7 HB:BA:A8 tp_agent

About 20 seconds later, the first status becomes ‘Online’, and the CMDL status is

still ‘Offline’:
= SYSTEM MANAGEMENT

= SYSTEM MONITOR Virtual gateway management

£ OBJECT MANAGEMENT Addgroup = Add virtual gateway Force Sync CMDL on All Dev Operate | mefresh |

B LAy LI Y Virtual gateway name IP address OCnline State CMDL conn status

£ VIRTUALIZATION PLATFORM

€3 default_grou
£ USER I ™ 171 172.19.15.171 Online Offline ]

= FIREWALL MANAGEMENT ™70 172.19.15.170 Online Online

P Firewall

= UPGRADE

=106

Just wait, or click the ‘Force Sync CMDL’ button above the SVM list. After about 30

seconds, the CMDL status becomes ‘Online’:

JEECR RS A7 7



\
:

L o o i

Bejing Topsac

e RE

£ SYSTEM MANAGEMENT

£ SYSTEM MONITOR

£ OBJECT MANAGEMENT

£ POLICY MANAGEMENT

£ VIRTUALIZATION PLATFORM

= USER

Virtual gatewal nagement

Add group

Add virtual gateway Force Sync CMDL on All Dev Operate
Virtual gateway name IP address Online State CMDL conn status
3 default_group
B 171 1721915171 Cnline Cnline I
1721915170 Cnline Cnline

£ FIREWALL MANAGEMENT

™70

P Firewall
= UPGRADE

= L0G

Best practices

Demo of the product

Home Page

= SYSTEM MANAGEMENT
= system state Alarm information

P system Overview

Virual gateway  install 2 virtual gateways, Time Event type Level Information
» System Configuration status 2 virual gateway Cnline
S ) Software N-1.0.4
System Maintaining ersion
= SYSTEM MONITOR system time 2017-06-19 14:54:45
BJECT MANAGEMENT
= POLICY MANAGEMENT
= VIRTUALIZATION PLATFORM
= USER
= FIREWALL MANAGEMENT Attack trend graph Malicious code trend chart
P GRADE
=Lo6 =
06-16 14:14:00 @
Aftack number: 0 H
.0 ] ] 0 ] 0 0 w (] 0 0 FI 0 0 0 ] 0 0 0 ] ] ]
¥y F F 5 & F F 5 5 F 5 ¥ 5§ F 5 F F F o5 5 5
I e S A I I A S A
g 5y F ¥ FF S S S5 S5 2 g 5 5 OF FFOoF s H 5%
& & & & & & & & & & & & & & & & & & & & & &

Show recent task

Add NSX Information
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Add virtualization platform ®

*Name: nsx
*NSX manager address: | 1721815111

*MNEX manager username: | admin

*NSX manager password: | ssccees

vCenter Address: Flease enter the IP address of the platform
vCenter Username:
vCenter Password:

description:

=

save neel

Register Service

= SYSTEM MANAGEMENT

= SYSTEM MONITOR Virtualization Platform Management

£ 0BJECT MANAGEMENT add edit delete | Syncinfo Unregister nsx service

N e Name NSX manager address vCenter Address Service ID Service Manager ID

B LU T WL LA L [ B vmware piatiorm nsx | 1721918111 senvice-45 servicemanager-57

P Platiorm Center
= USER
= FIREWALL MANAGEMENT
= UPGRADE

= LoG

Check Service on NSX
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Deploy SVM on NSX Ul
fo)

4 Home

Management Host Preparation

Logical Metwork Preparation | Service Deployments

Navigator p 3 Service Definitions
4 Hosts and Clusters © J Services | Senvice Managers  Hardware Devices
Networking & Security —
NSX Manager. | 1721915111
5 NSX Home e
£ Dashboard 4 | ¥ | {8 Actons -
& Installation Name ersion Fundtions Deployment Mechanism Sarvice Managers Services
i Logical Switches & GenericFastPath IDS IPS NSX Manager
= NSX Edges * Port Profile Port Profile Manager 0
P Firewall @ Protocol Infrospection Network Monitoring  Host based vNIC NSX Manager 0
ﬁ SpoofGuard * Distributed Load Balancer 2:Load balancer.. HostbasedvNIC MSX Manager 0
VMware Data Security 6.2 Data security Host based Guest Introsp...  Data Security Service.. 0
B 3 z Topsec vDFW 1.0 Firewall Host based vNIC TopsecvSecCenter 0 I
envice Composer
e‘ T @ y ; SAM Data Collection Service Data Collection IManagement plane only InternalServiceManager 0
ata Securi
e @ TopsecvDFW ming 1.0 Firewall Host based vNIC TopsecvSecCentermi... 0
- Tools
* GuestIntrospection 623 Hostbased Guestintrosp...  InternalServiceManager 0
Flow Monitoring )
8 Vhware Network Fabric 6.24.. Host based NSXvSwitch fi..  InternalServiceManager 0
[7F Actiity Monitoring
29 Traceflow
~ MNetworking & Security Inventory
5§ NSX Managers >

Networking & Security NSX Manager (1721945111 | 7|

5 NSX Home
£ Dashboard

Network & Security Service Deployments

Metwork & security services are deployed on a set of clusters. Manage semvice deployments here by adding new senvices or deleting existing ones.

i & (@ Filter -
Logical Switches
— Service Version Installation Status Service Status Cluster Datastore Port Group IF Address Range
T NSX Edges
& TopsecvDFW 1.0 « Succeeded . Up ff vCluster-1 EH nfs_109 & dvPorGro.. VNGFW_test_..
R Firewall
2 Snanfauard
= SYSTEM MANAGEMENT
= SYSTEM MONITOR Virtual gateway management
S OBJECT MANAGEMENT Add group | Add virtual gateway Force Sync GMDL on All Dev Operate Refresh
e Virual gateway name IP address Online State CMDL conn status
= VIRTUALIZATION PLATFORM ‘ 5 default_group
b
[™ Topsec_vDFW{172.19.15.173) 172.19.15.173 Online Online
v
[™ Topsec_vDFW{172.19.15.172) 172.19.15.172 Online Online

Configure Redirection Policy on NSX Ul

R RME AT

10



- -
; A RIS ERETSIEE GRERE

TOPSEC
Beijing Topsec
Havigator ) 3 Firewall
4 Hosts and Clusters (ol J Configuration | Saved Configurations
LRI L SR NEX Manager: [ 1721915111 |~ |
5 NSX Home
62 Dashboard @ Lastpublish operation succeeded 6/26/2017 11:02:57 PM
(7 s ["General | Ethernet | Partner security services |
" Logical Switches
I NSX Edges + |ﬁ L | a4
No, Name Rule I Source Destination Service Actien
I, SpoofGuard v [g test(Ruled) EN<K Wil
& senice Definitions &1 test rule 1144 * any » any * any Redirect
B Senvice Composer TopsecvDFW_VendorTemplate for senic.
@ Data Security
.
- E%;  Default Section =R Wi
E Flow Monitoring
[ Activity Monitoring

8 Traceflow
~ Networking & Security Inventory
55 NS Managers >

Synchronize Information (Security Groups) from NSX

= SYSTEM MAMAGEMENT
= SYSTEM MONITOR Virtualization Platform Management
= OBJECT MANAGEMENT add edit delete Register nsx service Unregister nsx service

NEX manager address vCente

= POLICY MANAGEMENT
Name

=l e DAL | [ vmware platform nsx 172.19.15.111

P Platform Center

Check Security Groups

= SYSTEM MANAGEMENT pom—
L B Host Subnet Address range Address group Virtual machine ‘ Cther dynamic containers .

= SYSTEM
E 0BJECT MANAGE MENT In the name of the platiorm Internal name P
P Address Object Activity Monitoring Data Collection _sg1_Activity_Monitoring_Data_
172.19.15.180

P Service Object sg_test _5g3741_sg_test

P Time Ohject

P APP Object

Add Security Group to Address Group
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Add address group resources (653

Name: | g1

Static member

Host address:
Subnet address:

Address range:

Dynamic member
Virtual host

address:

Other container: | sg_test X

save cancel

Configure Access Control Policy

Add access control policy

Essential information Source Service Advanced security Advanced options

Destination address

Host address:
Subnet address:
Address range:

Address group: gl ¥

save close

Publish to SVMs
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SYSTEM MANAGEMENT

SYSTEM MONITOR Access control policy

£ OBJECT MANAGEMENT

Mot valid until published

= POLICY MANAGEMENT

add edit publish Operate empty Search Display all strategies
» AcL

[ action Source Destination Service
= VIRTUALIZATION PLATFORM

100007 Block IPAddress : SSH
= USER g1

= FIREWALL MANAGEMENT

= UPGRADE

LOG

Check Firewall Logs

= SYSTEM MANAGEMENT

= sysTEMoNmOR vSecCenter  Access Control  IPS  Anti-DoS Ll

Device System  All Device Security Lo~ Vigate Manage Log
= OBJECT MANAGEMENT

Start time: 2| End time: 3 Type: Keyword: | P S query reset Empty log
Ho e e n Time Level Protocol | Source address Destination address | Anti-Virus name File type Anti-Virus process | message
£ VIRTUALIZATION PLATFORM N . N . "
2017-0320 146319 WAR. hitp 192 168 34 51 17211915 205 Trojan Win32 Inject. block virus Trojan Win32 Inject kme
=usm kme . operationblock
T 2017-0329 14:60:46  WAR..  hitp 192.168.34.51 172.19.16.205 Backdoor/Poison.xp block virus:Backdoor/Poison.xps,
s operation block
2017-0320 146039 WAR. hitp 192 168 34 51 17211915 205 Backdoor/Poison xp block virusBackdoot/Poison xps,
s operation:block
2017-0329 14:48:50  WAR..  hitp 192.168.34.51 172.19.16.205 Trojan Win32 Inject. block virus:Trojan Win32 Inject kme
Log Search kmc . operation‘block
» Log Senrs 2017-0320 144512 WAR. hitp 192 165 34 51 1721915 205 Backdoor/Poison xp block virusBackdoor/Poison xps,
s aperation:block
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